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ABSTRACT

This paper presents a computational architecture to facilitate autonomous decision-making under uncertainty for safe operation of drone-like vehicles. The proposed framework is based on identifying and predicting the occurrence of various risk-factors that affect the safe operation of such vehicles and estimating the likelihood of occurrence of these risk-factors. This analysis is then used to select trajectories for the operation of the vehicle. Feasible trajectories are classified into four different categories: nominal and safe, off-nominal but safe, unsafe and abort the mission, and unsafe and ditch the vehicle. An important challenge in the operation of drones is that there are several sources of uncertainty that affect their operation; these sources of uncertainty arise from wind conditions, imprecise future power-demands, inexact future trajectories, etc. Therefore, it is important to develop a decision-making framework that can incorporate all these sources of uncertainty and make decisions that are robust to the presence of such uncertainty. Potential risk-factors such as dynamic obstacles, battery drain, etc. are identified and the likelihood of occurrence of these risk-factors are predicted preemptively and proactively in order to facilitate risk-informed safety-assured decision-making.
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1. INTRODUCTION

The importance of unmanned aerial vehicles and systems has steadily increased in the past ten to fifteen years. Both the Federal Aviation Administration (FAA) and the National Aeronautics and Space Administration (NASA) have shown significant interest in the development of technologies for unmanned aerial vehicles and unmanned traffic management systems. It is expected that there will be a significant increase in unmanned aerial traffic and therefore, the overall safety of the United States National Airspace System needs to analyzed carefully. An Unmanned Aerial System (UAS) will have access to civilian air space only when the safety of the airspace, property, and the vehicle itself can be guVaranteed. Further, traffic management becomes increasingly complicated in urban environments where low altitude flight control and safety is of critical importance.

Several researchers have been focusing the development of various technologies that would ultimately enable the systematic inclusion of unmanned systems into the airspace\textsuperscript{1}. These technologies include sensing and data logging,\textsuperscript{2,3} fault tolerant flight control,\textsuperscript{4,5} simultaneous localization and mapping (SLAM),\textsuperscript{6,7} obstacle detection and avoidance,\textsuperscript{8,9} optimal power management,\textsuperscript{10,11} path planning and trajectory design,\textsuperscript{12,13} searching and tracking,\textsuperscript{14} autonomous decision-making,\textsuperscript{15,16} unmanned traffic management,\textsuperscript{17} etc.

According to Kopperdaker,\textsuperscript{18} the near-term goal (1-5 years) is to safely enable low-altitude airspace and UAS operations while the long-term goal (10-15 years) is to safely enable massive increases in airspace density and UAS operations. These goals are particularly challenging because there is a significant amount of uncertainty and numerous factors that are constantly and dynamically evolving in urban environments.\textsuperscript{19} As a result, developing a methodology for safe, autonomous decision-making is a challenging problem.
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Sankararaman and Kalmanje\textsuperscript{20} presented a probabilistic framework for decision-making under uncertainty in order to aid autonomous operation of small unmanned aerial systems (UAS). This framework focuses on the identification, assessment, and prediction of various risk-factors (such as obstacle collision, untimely battery drain, etc.) that affect the operation of sUAS, and aids decision-making under uncertainty. While the framework was presented in a mathematical manner, Sankararaman and Teubert\textsuperscript{21} investigated prospective software architectures to implement this decision-making framework. This paper integrates several of these individual activities to present the complete architecture that facilitates decision-making in autonomous systems. While the approach is specifically developed for unmanned airborne vehicles, the framework is general enough to be applicable to other autonomous systems.

The rest of this paper is organized as follows. Section 2 discusses the various risk-factors in flight, and explains how to model such risk-factors in order to aid decision-making. Prediction of risk-factors is an important component of decision-making; such prediction can either be performed onboard (for instance, using the Generic Software Architecture for Prognostics, that is developed and open-sourced by NASA Ames Research Center) or remotely (using “Prognostics as a Service”, i.e., Paas, being developed at NASA Ames Research Center). Section 3 uses the prediction of risk-factors to enable decision-making and summarizes the decision-making framework developed by Sankararaman and Krishnakumar.\textsuperscript{20} Section 4 discusses the advantages and disadvantages of various architectures for implementing the aforementioned decision-making framework; in particular, onboard versus remote options are considered. Finally, Section 5 concludes the paper and discusses possible directions for further research.

2. MODELING RISK FACTORS IN FLIGHT

There are several risk-factors that affect the flight of unmanned systems. Decision-making needs to take into account the occurrence of risk-factors, compute the likelihood of such occurrence in the future, and proactively make plans at the time of decision-making. For instance, one risk-factor could refer to complete discharging of the battery prior to the completion of the trajectory; another risk-factor could refer to the impending collision of unmanned system against a static/dynamic obstacle.

Consider a given trajectory and a generic time of prediction $t_P$ at which it is necessary to calculate the likelihood of a particular risk-factor continuously as a function of future time ($\forall t > t_P$). In order to achieve this goal, it is necessary to model the evolution of the UAS continuously as a function of time along with the evolution of external factors related to the risk-factor. For instance, in the case of a collision against a dynamic obstacle, it may be necessary to model the evolution of the position of the UAS continuously as a function of time (based on the planned trajectory), and the anticipated position of the dynamic obstacle (which is typically uncertain if the trajectory of the obstacle is unknown and can only be approximately quantified based on its position and velocity as estimated by the sensors on the UAS).

2.1 Modeling the Evolution of State With Respect to the Risk-Factor

Consider the state space model which is used to continuously predict the state of the system, as:

\[
\dot{x}(t) = f(t, x(t), \theta(t), u(t), v(t))
\]  

where $x(t) \in \mathbb{R}^{n_x}$ is the state vector, $\theta(t) \in \mathbb{R}^{n_\theta}$ is the parameter vector, $u(t) \in \mathbb{R}^{n_u}$ is the input vector, $v(t) \in \mathbb{R}^{n_v}$ is the process noise vector, $f$ is the state equation, and $t$ is the continuous time variable. Note that the above state vector is not necessarily equal to the aerodynamic state of the UAS (measured in terms of position, attitude, etc.); instead, this state vector is directly related to the risk-factor under consideration. If collision against a dynamic obstacle is a risk-factor, then this state vector contains the position of the UAS. On the other hand, if battery-charge draining is a risk-factor, then this state vector contains the charge of the battery of the UAS. Note that all the quantities in Eq. 1 are uncertain in nature and need to be treated probabilistically.\textsuperscript{22}

The state vector at time $t_P$, i.e., $x(t)$ (and the parameters $\theta(t)$, if they are unknown) is (are) estimated using output data collected until $t_P$. Let $y(t) \in \mathbb{R}^{n_y}$, $n(t) \in \mathbb{R}^{n_n}$, and $h$ denote the output vector, measurement noise vector, and output equation respectively. Then,

\[
y(t) = h(t, x(t), \theta(t), u(t), n(t))
\]
Typically, filtering approaches such as Kalman filtering, particle filtering, etc. may be used for such state estimation.\textsuperscript{23}

Having estimated the state at time $t_P$, Eq. 1 is used to predict the future states of the component/system. This differential equation can be discretized and used to predict $x(t)$ for all $t > t_P$.

### 2.2 Modeling the Risk-Factor

Risk-Factors can be expressed in terms of a binary constraint function $c^H(x(t), \theta(t), u(t)) = 1$ that maps a given point in the joint state-parameter space given the current inputs, $(x(t), \theta(t), u(t))$, to the Boolean domain $\mathbb{B} = [0, 1]$. Without loss of generality, $c^H(x(t), \theta(t), u(t))$ can be written as $c^H(t)$; $c^H(t) = 1$ implies that the risk-factor is encountered at time $t$ whereas $c^H(t) = 0$ implies that the risk-factor is not encountered at time $t$.

At any generic time of prediction $t_P$, note that the constraint function $c^H(t)$ associated with each risk-factor is a function of $t$. Therefore, the approach needs to forecast all available information until future time $t$ in order to predict the occurrence of the risk-factor. Thus, it needs all information (states, parameters, and inputs in Eq. 1) between time $t_P$ and $t$.

Typically, there are two quantities of interest, in the context of risk-factor prediction:

1. Time of Occurrence: At any time of prediction $t_P$, it is useful to know the future time at which the risk-factor will be encountered. Let $T^H(t_P)$ (expressed as a probability distribution due to the presence of uncertainties) denote this quantity. This information can be helpful in determining the amount of time remaining so that corrective action may be taken.

2. Likelihood of Occurrence of the Risk-Factor as a function of time: At any time of prediction $t_P$, it is also useful to know the likelihood of the occurrence of risk-factor as a function of future time. This likelihood is denoted as $P^H_t(t_P)$; this is a trajectory as a function of future time $t$ and changes with the time of prediction $t_P$.

First, at any $t_P$, the time of occurrence of a risk-factor (that is, the future time at which the risk-factor will be encountered) can be written as:

It can be easily seen that $T^H(t_P)$ depends on the state at time of prediction, future inputs/parameters, etc., which are uncertain in nature; in order to calculate the probability distribution of $T^H(t_P)$, it is necessary to systematically propagate the aforementioned uncertain quantities and quantify their effect on the probability distribution of $T^H(t_P)$. Second, $P^H_t(t_P)$, i.e., the likelihood of the risk-factor at future time $t$ (predicted at time $t_P$) can be expressed as $P(c^H(t) = 1)$.

The computation of both the probability distribution of $T^H(t_P)$ and the probability $P(c^H(t) = 1)$ can be accomplished using Monte Carlo sampling-based techniques, analytical techniques based on first-order and second-order reliability methods, or hybrid methods involving machine learning approaches.\textsuperscript{22}

While onboard computational resources can be used to compute the aforementioned two quantities, it is also possible to send the relevant information to the cloud which hosts PaaS (Prognostics as a Service), to perform future predictions and perform these computations. These two options will be compared and contrasted against each other later in this paper. by analyzing multiple computational/software architectures.

### 3. COMPUTATIONAL FRAMEWORK FOR DECISION-MAKING

This section summarizes the decision-making framework presented earlier by Sankararaman and Krishnakumar.\textsuperscript{20} An ideal decision-making algorithm should autonomously work in conjunction with the path planner (that generates trajectories) to identify whether a given trajectory is safe or not. In order to achieve this goal, the decision-making algorithm leverages information available from various sources as shown in Fig. 1, and identifies safe trajectories for real-time flight.

As seen from Fig. 1,\textsuperscript{19} a trajectory is classified as follows:

1. Safe
(a) Nominally safe: The likelihoods of risk-factors are extremely low
(b) Off-nominal but safe: The likelihood of risk-factors are higher than the nominal scenario, but still low enough to be considered safe

2. Unsafe: The likelihood of risk-factors are considerably high.

The limits for likelihood demarcating (1) the nominally safe scenario and the off-nominally safe scenario; and (2) the safe and unsafe scenarios need to be assigned based on computing the costs/risk associated with each risk-factor.

![Diagram showing different types of trajectories](image)

**Figure 1. Goal of Decision-Making: Identify Safe Trajectory**

If a trajectory is unsafe, then it is necessary to identify whether it is possible to generate a trajectory that can:

1. Abort the mission and return the UAS safely to a landing site; (or)
2. Abort the mission and ditch the UAS without any loss of private and/or public property.

These four different types of trajectories, i.e., nominally safe, off-nominal but safe, abort and return to base, and abort and ditch, are identified in Fig. 1. Note that the scope of this paper is limited to identifying whether a given trajectory is safe or not; further classification and aspects of decision-making will be considered in future work.

### 3.1 Classifying Risk-Factors in Flight

While there are different types of risk-factors that are associated with flights in urban environments, they can be broadly classified into two categories, as shown in Fig. 2.\(^{19}\)

As seen from Fig. 2, risk-factors may arise simply out of uncertainties (inherent variability, lack of information, etc. due to GPS Denied, degraded sensors, dynamic obstacles, etc.) or due to vehicular performance constraints (such as rapidly draining battery, lack of control, etc.) The decision-making system needs to assess all risk-factors as far as possible, assimilate information from the sensors, and select trajectories. Note that the decision-making is both risk-informed (since it calculates the likelihood of risk-factors along with the associated risk) and safety-assured (selects only those trajectories that are considered “safe”, i.e., the likelihood of a risk-factor is far below a critical limit and hence the operation is considered safe).
3.2 Decision-Making through Information Fusion

Given a trajectory, and a risk-factor, how should the determine whether the trajectory is safe? Modern reliability analysis defines safety using the so-called limit state function, i.e., a curve of demarcation between a predefined “safe region” and an “unsafe region”.

In simple scenarios, the idea of the limit state can be viewed in terms of capabilities ($C$) and requirements ($R$). When capabilities of a system are more than its requirements, then the system is said to be safe; otherwise, the system is considered to be unsafe. The limit state is then represented by the equation that implies capabilities are equal to requirements $C - R = 0$.

In more realistic scenarios, the limit state can be represented as a generic function $G(X) = 0$, where $X$ represents the vector of quantities that affect the limit state. In the context of this paper, $X$ may potentially include (depending on the risk-factor under consideration) wind information, obstacle information, vehicular information (including motion, dynamics, and properties), energy information, and trajectory information, as shown in Fig. 3. Without loss of generality, the region represented by the curve $G(X) > 0$ can be assumed to be the safe region, and the region represented by the curve $G(X) < 0$ can be assumed to the be the unsafe region.

As mentioned earlier in Section 1, it is likely that elements contained in the vector $X$ are all uncertain quantities and hence, these are represented as probability distributions in Fig. 3. It is therefore necessary to compute the probability ($P(G) < 0$), and this probability corresponds to the likelihood of the risk-factor under consideration. It is important to compute this likelihood continuously as a function of future time (starting with the time of prediction) until the end of the trajectory under consideration. Thus, this approach facilitates risk-informed decision-making under uncertainty that incorporates multiple risk-factors.

4. COMPUTATIONAL ARCHITECTURES: ONBOARD VS REMOTE

There are three primary functions in a prognostics-enabled decision making architecture: risk factor prediction (prognostics), a decision maker, and a trajectory generator. Each of the three primary functions in prognostics-enabled decision making can be either hosted on-board or remotely. Onboard hosting reduces risk by eliminating dependency on a communication method, but it requires user to host a computer capable of performing complex
prognostics and prognostic decision making activities. This might not be possible because of size, weight, or power constraints (SWaP). Remote prognostics allows users to share resources efficiently, have access to greater computational resources, and upgrade capabilities easily, but communication between the vehicle and the remote server requires time and energy.

There are software architectures exist for performing the risk factor prediction functions on-line or remotely. The Generic Software Architecture for Prognostics (GSAP) is often used to create an on-board prognostics application. GSAP is a general, object-oriented, cross-platform software framework and support library for prognostics technologies. GSAP implements many of the functions and algorithms used in prognostics as part of a prognostics support library. The GSAP framework implements and enforces the prognostic process. Alternatively the Prognostics As-A-Service (PaaS) architecture could be used to support remote prognostics. PaaS is a GSAP-enabled Prognostics Application for performing prognostics remotely, as-a-service. Sankararaman and Teubert identified four different options for performing prognostics and decision-making onboard versus remotely, and discussed in detail how to quantify the efficiency of each option. The various architecture options can be summarized as follows, in the following subsections.

4.1 All On-Board

The first architecture is to host all three primary functions on-board the vehicle. This architecture is illustrated in Fig. 4.

The advantages and disadvantages of this architecture are described below:

1. Advantages
(a) Less risk through reduced dependence on communications
(b) Reduced the communication requirements (bandwidth, etc). This reduces the mass and cost of communication equipment.
(c) Reduced communication time between the three functions

2. Disadvantages
   (a) Need to host computer capable of performing calculations on-board
   (b) Increased difficulty in upgrading components

![Figure 4. On-Board Architecture for Decision-Making](image)

**4.2 Remote Prognostics**
The second architecture option is to host risk-factor prediction remotely using PaaS, while continuing to host trajectory generation and decision making on-board. This architecture is illustrated in Figure 5.

![Figure 5. Cloud-based Architecture for DM using PaaS](image)

The advantages and disadvantages of this architecture are described below:

1. **Advantages**
   (a) Partially hosted remotely: This allows resource sharing, and access to more powerful machines
   (b) Somewhat reduced weight, size, and power (SWaP) of on-board computer

2. **Disadvantages**
   (a) Data has to be transmitted every iteration of the Prediction, Decision Making, and Trajectory Generation.
(b) Network needs: Need to host a network hardware capable of robustly handling communications
(c) Increased risk: Decision making now becomes dependent on the network connection

For this architecture network delay is significant; this constitutes the time to communicate sensor information to PaaS, time to communicate prognostic results to the decision maker, and time to communicate trajectories to PaaS.

4.3 Remote Prognostics and Path Generation

The third architecture is to host risk-factor prediction (using PaaS) and path generation remotely, while continuing to host decision making on-board. This architecture is illustrated in Fig. 6.

![Figure 6. Cloud-based Architecture for DM using PaaS](image)

The advantages and disadvantages of this architecture are described below:

1. **Advantages**
   
   (a) More hosted remotely: This allows resource sharing, and access to more powerful machines
   (b) More reduced weight, size, and power (SWaP) of on-board computer

2. **Disadvantages**
   
   (a) Data has to be transmitted every iteration of the Prediction, Decision Making, and Trajectory Generation.
   (b) Network needs: Need to host a network hardware capable of robustly handling communications
   (c) Increased risk: Decision making now becomes dependent on the network connection

For this architecture network delay is significant; this delay constitutes the time to communicate sensor information to PaaS, time to communicate prognostic results to the decision maker, and time to decision making instructions to the path generator.

4.4 All Remote

The final architecture is to host all critical functions remotely. This architecture is illustrated in Fig. 7.

The advantages and disadvantages of this architecture are described below:

1. **Advantages**
   
   (a) Low network costs: Only have to transmit twice: once to receive the sensor data, a second time to send the results of decision making
   (b) Most hosted remotely: This allows resource sharing, and access to more powerful machines
(c) Most reduced weight, size, and power (SWaP) of on-board computer

2. Disadvantages

(a) Network needs: Need to host a network hardware capable of robustly handling communications

(b) Increased risk: Decision making now becomes dependent on the network connection

For this option, the network delay is much lower than the previous option. Network delay has two parts, the time to communicate sensor information to PaaS and the time to decision making results to the aircraft.

4.5 Which Architecture to Choose?

The decision of architectures to choose for UAS decision making is highly dependent on (1) the ability of the vehicle to host computers capable of performing these computations; (2) the quality (reliability, bandwidth, latency) of communications; and (3) risk tolerance of the mission.

In all cases there are advantages to hosting operations remotely. These include: shared resources (one server can host capabilities for multiple vehicles), reduced on-board hosting requirements, simplified updating, and increased capabilities. There are also disadvantages, such as increased network requirements, increased program risk due to reliance on networking, and, sometimes, increased step time when network times are greater than function step duration improvements from running remotely. Future research should focus on benchmarking algorithm performance on different class computers and networks to estimate metrics that can quantitatively describe these trade-offs.

5. CONCLUSION

This paper presented a computational framework for decision-making under uncertainty, to facilitate the autonomous, safe operation of small drone-like unmanned aerial vehicles. This predictive framework was based on the identification of risk-factors that affect the safe operation of such vehicles, and predicts the occurrence of events related to such risk-factors during the operation of the vehicle. By analyzing various risk-factors, the framework classified possible trajectories into four categories: “nominal and safe”, “off-nominal but safe”, “unsafe and abort the mission”, and “unsafe and ditch the vehicle”. This facilitated the optimal selection of trajectories that can achieve the mission objectives while guaranteeing minimum safety during operation. In order to achieve this goal, the likelihood of occurrence of risk-factors was systematically computed and predicted during the course of operation; the proposed framework was preemptive because it can predict the likelihood of a risk-factor continuously as a function of future operational time, and therefore, identify the future time at which a potential risk-factor may be encountered. Such computation of likelihood also required a systematic integration of the various sources of uncertainty that affect the operation of these unmanned aerial vehicles; this inclusion of uncertainty is particularly important when the focus is on preemptively predicting the future operation (future operations are significantly affected by uncertainty regarding the future conditions) and making changes to a
predetermined trajectory. Finally, the paper also discussed options for performing the prognostics and decision-making commutations onboard using the GSAP (Generic software architecture for prognostics) architecture or remotely using the PaaS (Prognostics as a service) architecture.

While this paper presented a computational architecture for decision-making, there are several directions for future research work. It is necessary to develop methods to select trajectories for aborting the mission or ditching the octocopter when safe trajectories or not possible. It is also necessary to account for faults that may occur in the system and incorporate diagnostic information into the decision-making procedure. It is necessary to include multiple risk-factors into the proposed framework and expand the computation of likelihoods; it is also important to incorporate risk measures into the proposed framework. While the present version of implementation focuses on simply predicting when future risk-factors will be encountered, ongoing research is focusing on seamlessly integrating this framework into the trajectory selection/generation procedure. It is also important to continue the investigation of onboard vs remote computations, and understand the advantages and disadvantages in greater detail. Finally, it is important to transform the proposed framework into onboard technology that can be mounted as hardware used on unmanned aerial vehicles, to guide onboard autonomous, safe, operational decision-making.
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