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A laboratory facility has been developed for use by the Data Mining group within the Intelligent Systems division at NASA. The lab includes two testbeds in which group members can create repeatable faults. The abstracted data can provide an open resource to the data mining community, giving them an opportunity to test their algorithms. Development of the lab has included organization of the facility along with setup and testing of individual system components. Responsibilities have included learning, troubleshooting, and testing of data acquisition devices, software applications, sensors, such as accelerometers, a force measuring system, and strain gauges, installing and testing a digital video camera, and driving a step motor. Work has involved finding and creating the equipment necessary to integrate each device. A basic mass-spring-damper system project has been conducted by creating an analytical model using MATLAB and building a physical system upon the floating testbed using sensors and a step motor. The culmination of the project is to demonstrate the usability of the lab by integrating components into a complete system and to detect and diagnose a change in a vehicle's mass property through measuring the vibration frequency and a proposed hypothesis testing / maximum likelihood methodology. For this demonstration, a simple regression model method was used due to time constraints. The demonstration will allow group members to see that the system components work properly, and will promote interest in the use of the facility for further data mining testing.

Nomenclature

c
=
damping coefficient

d
=
linear distance of the lumped mass

fsys
=
frequency of the system

k
=
spring constant

m
=
mass of the system

p(t)
=
step function excitation to the system

x
=
mass position 

I. Introduction

T

he data mining team at NASA Ames is part of the Intelligent Systems division. The group strives to develop more accurate and efficient methods of analyzing large data sets than are currently available. To do this, team members develop mathematical algorithms that efficiently sort and analyze data sets from large system activity such as a commercial airliner flight. In order to test their algorithms, team members must utilize existing data sets, then compare the results with known algorithms or information from the actual data set. Due to proprietary and confidentiality issues, it can be cumbersome to find an available and appropriate data set. 

The data mining team collaborates with multiple universities on research projects and journal papers. Many of the university projects require data sets similar to those used by the group, which becomes very difficult because of the confidentiality of preferable data sets. In response to this situation, the data mining group would like the ability to create supplemental data sets similar to airplane flights that are not obstructed with proprietary or confidential information. This will allow an open source for data, which can be used to test new algorithms without as many restrictions.


Prior to my arrival, the data mining group anticipated the start up of a new lab, which could be used to develop exemplary data sets to test their algorithms. This lab is called the Machine Learning and Controls Lab (MLCL). It contains computer hardware and software along with two mechanical / electrical systems which can be monitored using multiple sensors with data being transmitted both wired and wirelessly to computers.


Until January 2010, the lab facility had not been used for over four years. The original computers were not accessible. Wires, connectors, and other hardware were found in two large boxes or scattered in cabinets or various locations around the room. Depictions of the transformation can be found in Fig. 7 in the appendix.

II. Lab Equipment and Organization

My initial work in the lab was to sort through equipment and determine what needed to be saved or discarded. A large box of wires and computer equipment was sent to surplus, and the lab computers were reinstated with help from the Systems Group (SG)
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. The lab facility location was chosen based on the equipment contained within the room. There is a large precision granite table, 10ft by 10ft, containing two testbeds. One of the testbeds is a 4ft diameter centrifuge, and the other testbed is a floating vehicle containing four air bearings, which provide a frictionless surface contact between the vehicle and granite table (Fig. 1). These testbeds were developed years ago as part of the Smart Systems Research Lab (SSRL) [1]. Until January 2010, the lab facility had not been used for over four years. The original computers were not initially accessible. Wires, connectors, and other hardware were found in two large boxes, or scattered in cabinets or various locations around the room. Though the facility was disorganized, most of the original equipment was found.

Both of the testbeds contain sensors, motors, actuators, and data acquisition (DAQ) devices that can be interchanged. Interchangeable items include strain gauges, step motors, a digital video camera, a force/torque sensor, accelerometers, two wired National Instrument (NI) data acquisition devices, and a wireless V-link data acquisition system. The NI-USB DAQ devices have eight analog inputs, two analog outputs, and twelve digital input/output connections and have a sample rate of up to 48kHz. The V-link DAQ system has eight analog input channels that can be wirelessly transmitted with a sample rate of up to 2048Hz.

The centrifuge contains twelve step motors, each paired with an encoder. A L/R step motor drive circuit controls each motor. The centrifuge uses slip rings to transmit power and signals through 152 wired connections between the base and rotor. The centrifuge has four built-in force sensors used to measure rotor imbalance. This testbed was used to study real-time balancing of an artificial gravity centrifuge on the International Space Station (ISS). It was also used to study disturbances between the ISS and the artificial gravity centrifuge.

The S4 floater has a 3-axis accelerometer that measures linear and angular velocities. Three scuba tanks located underneath the vehicle can be filled with nitrogen and supply the air bearings with sufficient pressure to allow near-frictionless contact between the granite table surface and the S4 vehicle. The nitrogen can also be forced through thrusters on each of the four sides of the vehicle. These thrusters are controlled with actuators that can open and close the flow of nitrogen to propel the S4 vehicle in a controlled manner. Software on the original lab computers can control the motion of the S4 vehicle through a human interfaced joystick. This setup was used in the past to research spacecraft rendezvous and docking. Two lithium-ion batteries are available for use, and it is recommended that the group purchase more batteries in the future. The lithium-ion batteries could power all of the equipment on the S4 vehicle when the correct circuitry and battery connections are created.

An optical system using DynaSight sensors can track the location and orientation of the S4 vehicle on the granite table. Two DynaSight sensors are placed at different heights on a pole with known location in relation to the granite table surface. Each DynaSight sensor uses low-power optical radar detection. Two poles are posted on the S4 vehicle at opposite corners and at different heights, which reflect the optical radar back to the respective DynaSight sensor. The sensors can then be connected to a computer and data for the distance of each pole to the DynaSight is collected and analyzed to determine the location and orientation of the S4 vehicle. This system was developed and used in the past; it may be resurrected in the near future, but it requires a local network to connect all of the current computers in the lab facility.

The lab currently contains four main computers, two desktops, a laptop, and a small handheld Sony VAIO. The desktops contain software to control the S4 vehicle using a human operated joystick. This requires connection of a joystick, connection of the DynaSight sensors, and for full motion of the S4 vehicle, connection between the vehicle and computers for control of the actuators on the thrusters. The laptop can currently connect with the two NI-USB 6009 wired data acquisition systems as well as the V-link wireless data acquisition system. Each NI-USB 6009 has analog and digital connection capabilities.

A digital video camera can also connect to a small onboard Sony VAIO VGN-U71P computer that sits on the S4 vehicle. In the future, this video camera can be used as a second vehicle location system. The focus of the lab is to study fault detection. One type of fault to research will include faults in redundant systems, which is why it will be important to have two vehicle location systems. The camera will be pointed to the ceiling, which will contain three points of reference that the camera can use to triangulate the location and orientation of the vehicle.

The testbeds are great for data mining research because of their customizable features. Beyond the current sensors and equipment, the testbeds are meant to handle an array of custom systems or sensors. In the past, different research was conducted on the S4 vehicle requiring the creation of unique system apparatuses, which were attached to the testbed. The idea for future work is that the data mining members can recreate systems and faults found on typical aircraft systems or subsystems.

III. Machine Learning and Controls Lab

The lab is being developed with the entire data mining community in mind. The NASA Ames Intelligent Data Understanding (IDU) Group members will first use the lab. Both testbeds were used for controls research in the past, which may be an area of interest for other groups. As mentioned in the Hybrid Systems Lab Feasibility Study [2], three options for usage were considered for the lab facility. Once processes for using the lab testbeds and collecting data are developed, more NASA Ames groups may use the lab. In the second option the lab may be opened to use by the entire Integrated Vehicle Health Management (IVHM) team and members and some partners of the Integrated Resilient Aircraft Control (IRAC) project. The third option for the lab, and the preferred step is to have the testbeds available as a NASA-wide resource along with other programs, such as academic groups from universities.

The lab could be used to promote data mining in academia and other groups outside of NASA by implementing competitions in which multiple groups compete. Each group would create an algorithm with an objective and constraints specified by our group. A system would be developed in the Machine Learning and Controls Lab and multiple data collected to test each group’s algorithm. To assist in the algorithm development, our group may assemble the system in our lab first and supply the groups with test data. Eventually the groups will either supply our IDU Group with their algorithms for us to test or we will supply them with data to be analyzed by them for the actual competition. For communication purposes, the digital video camera can be used to show the lab facility to outside groups, promoting interest in the competitions and the Machine Learning and Controls Lab facility.
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The feasibility study group also created a tiered concept of operation shown in Fig. 2. Beginning with the testbed layer, the concept of operations for the lab facility includes integration of hardware components, a software interface, experimental designs, and at a top level, testing and development of fault detection algorithms.

The first two layers have been resurrected during my internship. This included filling the S4 vehicle with nitrogen, allowing it to float on the granite table, learning how to connect and test each of the available sensors on the computers, and interfacing the DAQ systems (NI and V-link) with the laptop through MATLAB based instrument control software. Troubleshooting occurred mostly in the integration of the data acquisitions with software on the laptop. A MATLAB toolbox was vital in the integration between MATLAB and the NI-USB 6009 DAQ devices. The V-link wireless DAQ device worked well with its associated software, agile-link. From agile-link, the data were transferred to MATLAB through comma-separated values (CSV) files, a common format used by the IDU Group to store data structured in a table of lists and readable by MATLAB.

The third layer, experimental design, would manage and record data from experiments for future analysis. This would include an approach to organize and possibly categorize data collected after each experiment. It would set waypoints connecting to the software interface layer and the algorithmic layer.

The fourth and final layer, algorithmic development, is where most of the data mining group at NASA Ames would get involved. This would accommodate testing and development of algorithms through use of the lab. This layer requires each of the other layers for support. This will require the creation of a MATLAB toolset, which will interface with the experimental hardware and the software interface. This should be a well-developed application that can interface with the collected and stored data and the algorithm platform, which is typically done in MATLAB.

Much work and development will need to be done before all group members and even other organizations can utilize the lab. The work includes developing the interfacing software within the experimental design layer. To the group’s knowledge, no such software currently exists. It will be important for the data to be easily accessible once the experiments are conducted, otherwise people will not want to use the facility.

IV. Mass-Spring-Damper System Demonstration

To show that the lab facility was ready to be utilized for data mining research, use of the lab hardware and software was demonstrated to the data mining group. A linear Mass-Spring-Damper (MSD) system was attached to the S4 vehicle. The main hardware for the system included a metal beam, strain gauge, two step motors, a step motor drive, and the wireless V-link DAQ device, which transmitted data to a laptop. The V-link can record and transfer data at a sample rate of up to 2048 Hz, but for this experiment a moderate sample rate of 736 samples per second was used. Extra sensors and hardware were used in conjunction to show the ability to use them in future experiments. The extra components included the Sony VAIO computer, the digital video camera, and an accelerometer connected through a NI-USB DAQ device.

The experiment was to detect and try to diagnose a change in the system’s mass property. The system was modeled as a linear mass-spring-damper system; therefore measuring the system’s modal frequency and correlating this with the distance of the mass from a reference point would determine the approximate mass location and indicate any changes in the mass property of the system. Because faults, failures, and changes in systems are usually unknown, the challenge in data mining is to form plausible hypothesis and then determine if any is a good explanation. This methodology should be used in future testing in the lab but was not used here due to time constraints. This methodology is important when multiple subsystems are present on a testbed and there are a limited number of sensors.

This experiment was conducted to simulate a change in the mass property of an airplane wing. Structural failure in an aircraft can occur due to accidental, environmental, or fatigue damage to the wing. This study shows that vibration-based detection could be used in actual aircraft to discover structural damage to subsystems such as a wing. An extreme structural fault example is if part of an aircraft wing is torn off.

A. Analytical and Physical Models

An analytical model of the system was developed in SIMULINK within MATLAB (Fig. 3). Gains are shown in triangle blocks, integrations are shown in square blocks, summations are shown in circle blocks, and step functions are shown in the excitation boxes. This system models a second-order, linear, ordinary differential equation [3] as shown in Eq. (1).
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The physical system was built and attached to the S4 testbed (Fig. 4). The actual system includes a long thin beam, which provides adequate deflection for a strain gauge to be read. There is a stationary step motor attached to this beam, which allows movement of a rod with a deadweight mass. The step motor is controlled with a step motor drive attached to an NI-USB 6009 DAQ device. Commands are sent through MATLAB to control the direction and time of the motor’s motion. Once the system is fixed with the mass at a known location, an initial force is applied to excite the system. The data were then recorded through the strain gauge and recorded on a laptop through the wireless V-link DAQ device. Results were recorded at a rate of 736 samples per second.
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Algorithm for Mass Property Detection

Once the physical system and a process for collecting the data were created, an algorithm was developed in MATLAB to use the strain gauge data and detect a change in the mass property of the system. It was determined that measuring the distance of the mass would allow detection of this change. To measure the mass location with a strain gauge, the frequency of the system was needed. From the strain gauge data, a Fast Fourier Transform (FFT) was performed to get a frequency plot for the system. Recorded strain gauge data and a frequency plot from the system with the lumped mass at three inches from the reference point are shown in Fig. 5.

In order to find the mass location, my algorithm needed to find the modal frequency of the system. The frequency plots produced multiple frequencies from the system, but the modal frequency was found to be dominant. The modal frequency always had the largest magnitude in the frequency plot, making peak detection an easy solution to finding the scalar modal frequency of the system. The algorithm found the maximum frequency plot magnitude and the corresponding value in the ordered pair gave the frequency value in hertz. Because the physical system was modeled as a simple linear MSD system, test data could be used to find a correlation between the frequency of the system and the distance of the lumped mass from a set reference point. This correlation was found and is shown in Eq. (2). 
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Using the hypothesis methodology, test data would only be used to measure the nominal frequency of the subsystem, for example when the lumped mass was in the middle of the rod. An algorithm would then be used to detect an anomaly in the data and determine the probability of hypothesized faults, failures, or changes. In this case, some of the hypothesized failures and changes could include: the lumped mass moving closer to or further away from the S4 testbed, loss of the mass or the addition of another mass, external frequencies being transmitted to the stain gauge from the S4 vehicle or other sources, or a fault with the strain gauge sensor such as a fault in the circuitry. The algorithm would then have to decide the maximum likelihood of the detected anomaly.

C. Demonstration Results

Using the process explained above, the algorithm inputs data from the strain gauge on the system in a CSV file and outputs the frequency and location of the lumped mass. Linear regression was performed on the test data to find the correlation between system frequency and mass location (Fig. 6).
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Once the correlation was found, the algorithm was used to estimate the location of the lumped mass. A study was performed and it was found that the algorithm could detect the location of the lumped mass within an 8% margin of error over a 5.5-inch variation. Results are shown in the appendix in Table 1. 


Future research to be conducted in the lab is assumed to be system fault detection rather than a single component fault, as this MSD system demonstrated. Because this demonstration was of a linear MSD system, it was easy to correlate the vibration frequency with a single variable. With multiple sensors and devices on future systems, it may be necessary to develop hypothesis for certain anomalies. An example is having redundant sensors, which record conflicting data. This could be possible using both the DynaSight sensors and the digital video camera resulting in conflicting data on the orientation of the S4 vehicle. Multiple failures could trigger this data conflict, and having set hypotheses on the actual fault based on the entire system data will help detect and mitigate the actual fault in the system. The component fault could be in either of the two systems, and could be either electrical or a structural failure. Similar to this concept, the mass property demonstration could have used the hypothesis approach by taking 10 frequency intervals and associating each one with a distance interval in which it would be assumed the mass would be located or other set failures. Two more hypotheses might be a system with additional mass or a system with the lumped mass taken off.

V. Conclusion

Development of the new Machine Learning and Controls Lab was started. The physical resources are available and the demonstration proved that integration of the testbeds, sensors, and computers are possible. The demonstration confirmed that research directly related to aviation fault detection could be studied utilizing the current equipment in the lab facility and using a hypothesis testing / maximum likelihood method. Management of the equipment in the lab should be improved. I propose the sensors and other lab equipment be sorted and organized into clear plastic bins within the three metal cabinets in the room. Group members will then be able to find the correct equipment for future studies more easily. Some of the lab equipment still needs to be resurrected in the near future, including the DynaSight sensors, the communication system between the computers, a protective barrier for the centrifuge, and control of the thrusters on the S4 vehicle. Another step for the development of the lab should include a universal application and process for collecting and storing recorded experimental data. A process to remotely access the saved data will allow group members to test data mining algorithms easily from experiments conducted in the lab. Once these processes are in place, a scheduling system should be made to coordinate use of the lab facility by multiple persons or groups.

Appendix
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�Figure 2. Vertically Integrated Concept of Operations.





�


�Figure 1. Lab testbeds. Top: 4ft-diameter centrifuge. Bottom: S4 Air Bearing Vehicle.





�Figure 4. Physical Mass-Spring-Damper System Attached to the S4 Testbed.





�Figure 3. Simulink Model of a linear Mass-Spring-Damper System.





�Figure 5. Strain Gauge Data and Frequency Plot Results.





�Figure 6. Linear Regression Results.





Table 1. Algorithm Results
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Figure 7. Pictures of the Lab Facility. Left: Before the lab organization. Right: After the lab organization.








�	 Intern, Intelligent Systems Division, NASA Ames Research Center.


� Pictures of before and after the lab transition can be found in Fig. 7 in the appendix.
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